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1 Defining Mutual Information

The naive use of a garbling scheme (trusting that it results in truthful behavior) may lead to

misleading interpretations when there are multiple equilibria and the analyst is unaware of

which equilibrium is being played. This is the worst case scenario for randomized response.

At the other extreme, it is worth considering how well randomized response does as a

garbling scheme when the analyst knows the equilibrium behavior of senders. In particular,

one may ask how much information can be transmitted under the best randomized response

equilibrium versus the best direct response equilibrium. We use mutual information, a

standard measure from information theory (Shannon [7]), to address this question.

We begin with a brief discussion of the nature and properties of mutual information in

the context of our environment. Suppose Pr(θ′) > 0 is the prior of the sender’s type θ′ and

Pr(θ′|r′) the posterior upon observation of message r′. When r′ is observed at θ′, there is

an informational gain if Pr(θ′|r′) > Pr(θ′) or Pr(θ′|r′)
Pr(θ′)

> 1. Similarly, an informational loss

occurs at θ′ if Pr(θ′|r′)
Pr(θ′)

< 1. One can assign numerical values v
(
P (θ′|r′)
P (θ′)

)
to the informational

gains and losses by introducing a function v : R→ R that is strictly monotonic, continuous

and satisfies v(1) = 0. One such function is the logarithm. Using log(·) for v(·), the

expected net informational gain about the random variable θ due to the observation of the

random variable r is thus

I(θ; r) =
∑

(θ′,r′)∈{s,t}×{y,n}

P (θ′, r′) log
P (θ′|r′)
P (θ′)

, (1)
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which is precisely the definition of mutual information.1 Note that the above expression

can be rewritten as I(θ; r) = H(θ) −H(θ|r), where H(θ) = −
∑

θ′∈{s,t} Pr(θ′) log Pr(θ′) is

the entropy of the sender’s type and

H(θ|r) = −
∑

r′∈{y,n}

Pr(r′)
∑

θ′∈{s,t}

Pr(θ′|r′) log Pr(θ′|r′)

is the conditional entropy of the sender’s type given the message r. Entropy is a measure

of the uncertainty of a random variable. Mutual information therefore measures, quite

intuitively, the reduction in the uncertainty about the sender’s type θ due to the observation

of the sender’s message r; it ranges from zero to one.2,3

2 Maximal Mutual Information under Direct Response

and Randomized Response

In light of the multiple equilibria under randomized response, we focus on the question:

for a given value of ρ, what is the mutual information of the respective most informative

equilibria under randomized response and under direct response, with “informativeness”

evaluated with respect to mutual information? We denote the maximal mutual information

by ĪD(ρ) for direct response and ĪR(ρ) for randomized response.

Under direct response, the uninformative and the informative equilibria exist comple-

mentarily under the respective cases ρ ∈ (0, 1
2
] and ρ ∈ (1

2
, 1). Accordingly, the application

1By convention, 0 log 0 = 0, which can be justified by continuity.
2Mutual information is also referred to as relative entropy or Kullback-Leibler divergence, the diver-

gence between the joint and product distributions of the random variable in question. If the base of the
logarithm is 2, which is commonly adopted in information theory, then the unit of the entropy is in bits;
if the base is e, the unit is in nats. Given that our model has a binary type space, we use 2 as our base.
For an excellent reference in information theory, see Cover and Thomas [1].

3Given that in our model no payoff function is specified for the receiver, there is no obvious candidate for
defining a value of information that would be less arbitrary than using mutual information. Also, pursuing
the goal of maximizing the precision of the estimator of the population frequency of stigmatization subject
to a truth-telling constraint, as in Ljungqvist [6], is compromised by the presence of multiple equilibria.
This, and the fact that mutual information is widely used in information theory, motivate us to adopt
it as our measure of informational gain. Jose, Nau and Winkler [4] investigate how entropy measures of
information relate to utility. Kelly [5] links information-theoretic measures with the value of information
in the case of a gambler who receives information through a noisy channel. Donaldson-Matasci, Bergstrom
and Lachmann [3] identify uncertain environments in which the biological fitness value of information
corresponds exactly to mutual information and show more generally that mutual information is an upper
bound on the fitness value of information. Information-theoretic measures of information have been used
in macroeconomics to study the consequences of information processing constraints (Sims [8]), and in
organization theory to capture the idea that organizations have limited communication capacity (Dessein,
Galeotti and Santos [2]).
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of the definition of mutual information in (1) gives the following characterization:

Proposition 1. Under direct response, the maximal mutual information allowed by any

equilibrium is

ĪD(λ
ξ
) =

0, if ρ ∈ (0, 1
2
],

1 + 1
2
[(1
ρ
− 1) log(1− ρ) + log ρ], if ρ ∈ (1

2
, 1).

Proof. If ρ ∈ (0, 1
2
], any equilibrium must be uninformative. The receiver’s posterior beliefs

are the same as the prior, which implies that H(θ|r) = H(θ) = 1, and thus I(θ; r) = 0.

Note that the out-of-equilibrium beliefs do not enter into the calculation because for the

unused answer r′, Pr(r′) = 0.

If ρ ∈ (1
2
, 1), in the unique equilibrium σ(y|t) = 1 and σ(y|s) = 1

ρ
− 1, and thus

Pr(y) = 1
2ρ

. Bayes’ rule implies that µs(y) = 1− ρ and µs(n) = 1. Accordingly, H(θ|r) =

−( 1
2ρ

)[(1−ρ) log(1−ρ)+ρ log ρ], where 0 log 0 = 0 is used. Thus, for the unique equilibrium

under ρ ∈ (1
2
, 1), I(θ|r) = 1 + 1

2
[(1
ρ
− 1) log(1− ρ) + log ρ].

With the continuum of informative equilibria, the determination of maximal mutual

information is less straightforward under randomized response. To facilitate the exposition,

we start with the following lemma:

Lemma 1. Under randomized response,

1. for ρ ∈ (1
2
, 1) and ps = 1

ρ
− 1 or ps = 2 − 1

ρ
, there exist equilibria whose mutual

information coincides with ĪD(λ
ξ
); and,

2. for ρ ∈ (0, 1), the maximal mutual information among the truthful equilibria is

ĪR−T (ρ) = 1
2
[(1− ρ) log(1− ρ) + (1 + ρ) log(1 + ρ)], achieved at ps = 1−ρ

2
.

Furthermore, there exists a c ≈ 0.743 such that ĪR−T (ρ) > ĪD(ρ) for ρ ∈ (0, c) and

ĪR−T (ρ) ≤ ĪD(ρ) for ρ ∈ [c, 1) with strict inequality except at ρ = c.

Proof. For Part 1, note that from Proposition 1, we have that for λ
ξ
∈ (1

2
, 1), ĪD(ρ) =

1 + 1
2
[(1
ρ
− 1) log(1− ρ) + log ρ], which is derived from the equilibrium in which σ(y|t) = 1

and σ(y|s) = 1
ρ
− 1. The strategy profile implies the following components for mutual

information, µs(y) = 1 − ρ, µs(n) = 1 and Pr(y) = 1
2ρ

. We first show that there is

an equilibrium under randomized response that has the same components. Consider the

equilibrium in which σ(y|s, qs) = σ(y|t, qt) = σ(y|t, qs) = 1 and σ(y|s, qt) = 0, which exists
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if and only if ps = 1
ρ
− 1 and ρ > 1

2
. It is immediate that µs(n) = 1, µs(y) = 1 − ρ, and

Pr(y) = 1
2
(1 + ps) = 1

2ρ
. We show next that there is another equilibrium under randomized

response that has the same components up to rotation of the answers, and thus has the

same mutual information. Consider the equilibrium in which σ(y|s, qt) = σ(y|t, qs) =

σ(y|t, qt) = 0 and σ(y|s, qs) = 1, which exists if and only if ps = 2 − 1
ρ

and ρ > 1
2
. It is

immediate that µs(y) = 1, µs(n) = 1− ρ, and Pr(n) = 1
2
(2− ps) = 1

2ρ
. Thus, for ρ ∈ (1

2
, 1)

and ps ∈ {1
ρ
− 1, 2 − 1

ρ
}, there exist equilibria under randomized response whose mutual

information is 1 + 1
2
[(1
ρ
− 1) log(1− ρ) + log ρ].

For Part 2, consider the truthful equilibria in which σ(y|s, qs) = σ(y|t, qt) = 1 and

σ(y|s, qt) = σ(y|t, qs) = 0, which exist if and only if ps ≥ 1−ρ
2

.

The strategy profiles imply that µs(y) = ps, µs(n) = 1 − ps, and Pr(y) = Pr(n) = 1
2
.

The resulting mutual information is thus 1 + ps log ps + (1− ps) log(1− ps), which attains

its minimum at ps = 1
2

and is strictly convex in ps. This implies that for ps ∈ [1−ρ
2
, 1

2
),

the mutual information attains its maximum when ps = 1−ρ
2

. Substituting ps = 1−ρ
2

into

1+ps log ps+(1−ps) log(1−ps), we obtain ĪR−T (ρ) = 1
2
[(1−ρ) log(1−ρ)+(1+ρ) log(1+ρ)].

Finally, we compare the two values of mutual information, 1+ 1
2
[(1
ρ
−1) log(1−ρ)+log ρ]

and 1
2
[(1 − ρ) log(1 − ρ) + (1 + ρ) log(1 + ρ)]. Subtracting the latter from the former, we

define ∆Ī(ρ) = 1
2
[(2− ρ− 1

ρ
) log(1− ρ) + (1 + ρ) log(1 + ρ)− log ρ]− 1 for ρ = [1

2
, 1], using

the fact that the expression is well-defined at the endpoints of the interval [1
2
, 1]. Note that

∆Ī(1
2
) = 3

4
log 3−1 > 0, ∆Ī(1) = 0, and d∆Ī(ρ)

dρ
= (1−ρ2) ln(1−ρ)+ρ2 ln(1+ρ)

ρ2 ln 4
> 0 at ρ = 1. Hence,

there exists x ∈ (0, 1
2
) for which ∆Ī(x) < 0, and, by the intermediate value theorem, there

exists a c ∈ (1
2
, 1) with ∆Ī(c) = 0. Since d2∆Ī(ρ)

dρ2
= −ρ(1+2ρ)+2(1+ρ) ln(1−ρ)

ρ3(1+ρ) ln 4
> 0 for ρ ∈ [1

2
, 1],

this c is unique. It can be verified numerically that c ≈ 0.743.

Under direct response, the mutual information is solely determined by the sender’s

strategy, which in the informative equilibrium consists of truth-telling by type t, σ(y|t) = 1,

and randomization by type s, σ(n|s) = 2− 1
ρ
. Under randomized response, the probabilities

of the questions also contribute to determining the mutual information. This suggests

the possibility that the non-degenerate question probabilities may serve as an exogenous

randomization to mimic the equilibrium randomization under direct response, resulting

in the same set of anwer probabilities and posteriors that enter into the computation of

mutual information.

The first part of Lemma 1 says that this is indeed the case. The analysis boils down

to finding ps, σ(y|t, qs), σ(y|t, qs), σ(n|s, qs), and σ(n|s, qt) under randomized response so

that psσ(y|t, qs) + (1 − p)σ(y|t, qt) = 1 and psσ(n|s, qs) + (1 − p)σ(n|s, qt) = 2− 1
ρ
. These
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conditions are satisfied by ps = 1
ρ
−1 paired with σ(y|t, qs) = σ(y|t, qt) = σ(n|s, qt) = 1 and

σ(n|s, qs) = 0, and the strategy forms an equilibrium under randomized response if and

only if ps is at that exact value. The two equilibria under two different responses result

in the same posteriors; this is no coincidence because the incentive conditions behind one

equilibrium carry over to the other.

The intuition behind the second part of Lemma 1 can be seen from the fact that when

ps = 1
2
, the uninteresting case that we ruled out, no information is transmitted regardless

of the sender’s strategy; the receiver’s posteriors will remain at 1
2
. More information is

transmitted, and thus the mutual information increases, when ps decreases from 1
2
. Given

the constraint that the truthful equilibria can be supported only for ps ≥ 1−ρ
2

, the maximal

mutual information is achieved when the constraint binds.

We proceed to characterize the maximal mutual information under randomized re-

sponse, covering all equilibria:

Proposition 2. Under randomized response, the maximal mutual information allowed by

any equilibrium is

ĪR(ρ) =

1
2
[(1− ρ) log(1− ρ) + (1 + ρ) log(1 + ρ)], if ρ ∈ (0, c),

1 + 1
2
[(1
ρ
− 1) log(1− ρ) + log ρ], if ρ ∈ [c, 1),

where c ≈ 0.743.

Proof. We prove the proposition by solving a constrained maximization problem. We first

show that on the equilibrium path of any equilibrium, we must have

|µs(y)− µs(n)| ≤ ρ. (2)

Suppose, on the contrary, that |µs(y) − µs(n)| > ρ on the equilibrium path. If µs(y) −
µs(n) > ρ, then µs(n) > ρ− µs(y) and ρ− µs(n) > −µs(y). Regardless of whether it is qs

or qt, both s and t strictly prefer to answer with n. This implies that µs(y) is not on the

equilibrium path, a contradiction. If µs(y) − µs(n) < −ρ, then ρ − µs(y) > −µs(n) and

−µs(y) > ρ−µs(n). Then, both s and t strictly prefer to answer with y, which again leads

to the contradiction that µs(n) is not on the equilibrium path.

We maximize mutual information subject to (2). Since our objective is to find the

maximal mutual information allowed by any equilibria under randomized response, it fol-

lows from Lemma 1 that for truthful equilibria we can focus on the case where ps = 1−ρ
2

,

which implies that |µs(y) − µs(n)| = µs(n) − µs(y) = ρ; for the other equilibria involving

randomization, the indifference also requires that |µs(y)− µs(n)| = ρ. For our purpose, it
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is thus without loss of generality to consider that (2) binds.

The objective function is

I(θ; r) = 1+

[
Pr(y|s) + Pr(y|t)

2

]
(µs(y) log µs(y) + [1− µs(y)] log[1− µs(y)])

+

[
Pr(n|s) + Pr(n|t)

2

]
(µs(n) log µs(n) + [1− µs(n)] log[1− µs(n)]).

(3)

Note that as a function, (3) has six variables. We use the fact that these are probabilities

to reduce the number of variables. First of all, by Bayes’ rule, we have that

µs(y) =
Pr(y|s)

Pr(y|s) + Pr(y|t)
⇔ Pr(y|s) + Pr(y|t) =

Pr(y|s)
µs(y)

, (4)

µs(n) =
Pr(n|s)

Pr(n|s) + Pr(n|t)
⇔ Pr(n|s) + Pr(n|t) =

Pr(n|s)
µs(n)

. (5)

Substituting (4) and (5) into (3), we obtain

I(θ; r) = 1+

[
Pr(y|s)
2µs(y)

]
(µs(y) log µs(y) + [1− µs(y)] log[1− µs(y)])

+

[
Pr(n|s)
2µs(n)

]
(µs(n) log µs(n) + [1− µs(n)] log[1− µs(n)])].

(6)

We use the fact that Pr(n|·) = 1 − Pr(y|·) to further eliminate Pr(n|s) and µs(n). Note

that (5) can be rewritten as

µs(n) =
1− Pr(y|s)

2− [Pr(y|s) + Pr(y|t)]
=
µs(y)[1− Pr(y|s)]
2µs(y)− Pr(y|s)

, (7)

where in the second equality we use (4) for Pr(y|s) + Pr(y|t). Using (7) and the fact that
Pr(n|s)
2µs(n)

= 1− Pr(y|s)
2µs(y)

, (6) becomes

I(θ; r) = 1+

[
Pr(y|s)
2µs(y)

]
(µs(y) log µs(y) + [1− µs(y)] log[1− µs(y)])

+

[
1− Pr(y|s)

2µs(y)

] [(
µs(y)[1− Pr(y|s)]
2µs(y)− Pr(y|s)

)
log

(
µs(y)[1− Pr(y|s)]
2µs(y)− Pr(y|s)

)
+

(
1− µs(y)[1− Pr(y|s)]

2µs(y)− Pr(y|s)

)
log

(
1− µs(y)[1− Pr(y|s)]

2µs(y)− Pr(y|s)

)]
.

(8)

Finally, we eliminate Pr(y|s) by using the binding (2). Without loss of generality, we

consider the case where µs(n) > µs(y) so that the constraint is µs(n) − µs(y) = ρ. Using
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(7), the constraint becomes

µs(y)[1− Pr(y|s)]
2µs(y)− Pr(y|s)

− µs(y) = ρ⇔ Pr(y|s) = µs(y)

(
1

ρ

)
(2 [ρ+ µs(y)]− 1) . (9)

Substituting (9) into (8), we obtain the following function in terms of µs(y) only:

I(θ; r) =Î(µs(y))

=1 +

(
1− 1

2ρ
[1− 2µs(y)]

)
(µs(y) log µs(y) + [1− µs(y)] log[1− µs(y)])

+

(
1

2ρ
[1− 2µs(y)]

)
[(µs(y) + ρ) log (µs(y) + ρ)

+ (1− µs(y)− ρ) log (1− µs(y)− ρ)] .

(10)

Note that there are also the box constraints that µs(y) ∈ [0, 1] and µs(n) ∈ [0, 1]. And

given the binding (2), these box constraints are satisfied if and only if µs(y) ∈ [0, 1 − ρ].

Thus, our maximization problem is

Max
µs(y)∈[0,1−ρ]

Î(µs(y)).

Note that Î(·) is symmetric at 1−ρ
2

, i.e., Î
(

1−ρ
2

+ x
)

= Î
(

1−ρ
2
− x
)
.

The first-order condition for an extremum is

[1− 2ρ− 4µs(y)] ln

(
µs(y) + ρ

µs(y)

)
= [3− 2ρ− 4µs(y)] ln

(
1− µs(y)− ρ

1− µs(y)

)
. (11)

Equation (11) is satisfied at the point of symmetry, µs(y) = 1−ρ
2

. The second derivative of

Î(µs(y)) is

Î ′′(µs(y)) =

1−2µs(y)
2(µs(y)+ρ)(1−µs(y)−ρ)

− 1−2[µs(y)+ρ]
2µs(y)[1−µs(y)]

− 2 ln
([

1−µs(y)
µs(y)

][
µs(y)+ρ

1−µs(y)−ρ

])
ρ ln 2

.

It can be verified that

Î ′′(1−ρ
2

) =
4
[

ρ
(1−ρ)(1+ρ)

+ ln
(

1−ρ
1+ρ

)]
ρ ln 2

T 0 for ρ T d,

where d ≈ 0.796. Thus, µs(y) = 1−ρ
2

corresponds to a local maximum for ρ < d and a local

minimum for ρ > d.
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We further derive the third derivative:

Î ′′′(µs(y)) =
1

([µs(y)][1− µs(y)][µs(y) + ρ][1− µs(y)− ρ])2 ln 4

× (1− 2µs(y)− ρ)

[
2ρ3[1− 2µs(y)]−3ρ2(1− 2µs(y)[1− µs(y)])

+ρ(1− 2µs(y)(2− µs(y)[3− 2µs(y)])

+2µs(y)[1− µs(y)](1− µs(y)[1− µs(y)])

]
.

(12)

We evaluate the values of the third derivative for ρ ∈ [0, 1), which in turns allows us to infer

the properties of the second derivative and to establish the global maxima of the objective

function.

Solving Î ′′′(µs(y)) = 0 gives three real solutions:

µ̂s(y) =
1

2

(
1− ρ−

√
2
√

4ρ4 − ρ2 + 1− 3ρ2 − 1

)
, (13)

µ̄s(y) =
1− ρ

2
, (14)

µ̃s(y) =
1

2

(
1− ρ+

√
2
√

4ρ4 − ρ2 + 1− 3ρ2 − 1

)
. (15)

We first consider ρ ∈ [0, 1
2
]. Note that for ρ ∈ [0, 1

2
], µ̄s(y) = 1−ρ

2
in (14) is the only

point in (0, 1 − ρ) at which the third derivative vanishes. Evaluating the expression in

(12) for ρ ∈ [0, 1
2
] then gives that Î ′′′(µs(y)) T 0 for µs(y) S 1−ρ

2
. And for ρ ∈ [0, 1

2
],

limµs(y)→0 Î
′′(µs(y)) = limµs(y)→1−ρ Î

′′(µs(y)) = −∞. Accordingly, with 1
2
< d, for ρ ∈ [0, 1

2
],

Î ′′(µs(y)) ≤ Î ′′(1−ρ
2

) < 0 for all µs(y) ∈ [0, 1 − ρ]. Thus, Î(µs(y)) is strictly concave on

[0, 1− ρ] for ρ ∈ [0, 1
2
], and µs(y) = 1−ρ

2
corresponds to a global maximum for ρ ∈ [0, 1

2
].

We consider next ρ ∈ [
√

3/7, 1]. Note that for ρ ∈ (
√

3/7, 1), µ̄s(y) = 1−ρ
2

in (14) is the

only point in [0, 1− ρ] at which the third derivative vanishes. And for ρ ∈ {
√

3/7, 1}, the

three solutions in (13)-(15) coincide. Evaluating the expression in (12) for ρ ∈ [
√

3/7, 1]

then gives that Î ′′′(µs(y)) T 0 for µs(y) T 1−ρ
2

. Accordingly, with
√

3/7 < d, for ρ ∈ (d, 1],

Î ′′(µs(y)) ≥ Î ′′(1−ρ
2

) > 0 for all µs(y) ∈ [0, 1 − ρ]. Thus, Î(µs(y)) is strictly convex on

[0, 1− ρ] for ρ ∈ (d, 1], and the global maxima lie at, given the symmetry at 1−ρ
2

, the two

boundaries, µs(y) = 0 or µs(y) = 1− ρ.

We further divide the remaining case ρ ∈ (1
2
, d] into two sub-cases, where ρ ∈ (1

2
,
√

3/7)

and where ρ ∈ [
√

3/7, d]. We consider the latter case first. It follows from the above

that for ρ ∈ [
√

3/7, d], we have that Î ′′(µs(y)) ≥ Î ′′(1−ρ
2

) for all µs(y) ∈ [0, 1 − ρ]. Given
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the symmetry of Î(µs(y)), we without loss of generality focus on its behavior for µs(y) ∈
[0, 1−ρ

2
]. Note that for ρ ∈ [

√
3/7, d], limµs(y)→0 Î

′′(µs(y)) = ∞ and recall that for ρ ≤ d,

Î ′′(1−ρ
2

) ≤ 0. Given that for ρ ∈ [
√

3/7, 1], Î ′′′(µs(y)) < 0 for µs(y) < 1−ρ
2

, there exists a

unique k ∈ (0, 1−ρ
2

] such that Î ′′(k) = 0. This further implies that there is at most one

point in (0, 1−ρ
2

) such that the first-order condition is satisfied, in which case it corresponds

to a local minimum; µs(y) = 1−ρ
2

thus corresponds to a unique local maximum. Given that,

for ρ ∈ [
√

3/7, d], Î(µs(y)) is strictly convex for µs(y) sufficiently close to zero and concave

(strictly concave for ρ < d) in the neighborhood of 1−ρ
2

, the global maximum is achieved

either at the unique local maximum at µs(y) = 1−ρ
2

or at the boundary µs(y) = 0 or, by

symmetry, µs(y) = 1− ρ.

Finally, we consider ρ ∈ (1
2
,
√

3/7). Note that for ρ ∈ (1
2
,
√

3/7), the solution in (13)

satisfies that µ̂s(y) ∈ (0, 1−ρ
2

) and the solution in (15) satisfies that µ̃s(y) ∈ (1−ρ
2
, 1 − ρ).

Similar to the above paragraph, the following argument focuses on µs(y) ∈ [0, 1−ρ
2

] under

the symmetry. Evaluating the expression in (12) gives that Î ′′′(µs(y)) ≤ 0 for µs(y) ≤ µ̂s(y)

and Î ′′′(µs(y)) > 0 for µs(y) ∈ (µ̂s(y), 1−ρ
2

). Recall that for ρ in this range, we have that

Î ′′(1−ρ
2

) < 0. Then, the fact that Î ′′′(µs(y)) > 0 for µs(y) ∈ (µ̂s(y), 1−ρ
2

) implies that

Î ′′(µs(y)) < 0 for µs(y) ∈ (µ̂s(y), 1−ρ
2

). Note that for ρ ∈ (1
2
,
√

3/7), limµs(y)→0 Î
′′(µs(y)) =

∞. Thus, given that Î ′′′(µs(y)) ≤ 0 for µs(y) ≤ µ̂s(y), there exists a unique v ∈ (0, µ̂s(y)]

such that Î ′′(v) = 0. The argument from the above paragraph then applies to establish that

the global maximum is again achieved either at the unique local maximum at µs(y) = 1−ρ
2

or at the boundary µs(y) = 0 or, by symmetry, µs(y) = 1− ρ.

Substituting µs(y) = 1−ρ
2

into (10), we obtain 1
2
[(1− ρ) log(1− ρ) + (1 + ρ) log(1 + ρ)],

which is the mutual information of the truthful equilibrium; substituting µs(y) = 0 or

µs(y) = 1−ρ into (10) and using 0 log 0 = 0, we obtain 1+ 1
2
[(1
ρ
−1) log(1−ρ)+log ρ], which

is the mutual information of the informative equilibrium under direct response replicable

under randomized response. The result follows from the fact that c < d, where c ≈ 0.743

is the critical value in Lemma 1.

The essence behind Proposition 2 is that the two values of mutual information in Lemma

1 form an upper envelope of the mutual information of all equilibria under randomized

response. The following corollary, which compares the maximal mutual information under

the two responses, is immediate:

Corollary 1. For given ρ ∈ (0, 1), the maximal mutual information under randomized

response weakly dominates that under direct response, with strict dominance for ρ ∈ (0, c),

where c ≈ 0.743.
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Figure 1: Maximal Mutual Information

Figure 1 summarizes the above results. The upper left-hand panel shows that the

maximal mutual information achievable with direct response is zero for lower relative truth-

telling preferences, ρ < 1
2
, becomes positive for moderate relative truth-telling preferences,

ρ > 1
2
, and increases to one as ρ→ 1. The upper right-hand panel shows that, in contrast,

the maximal mutual information achievable with truthful randomized response equilibria

is strictly positive regardless of the relative truth-telling preference and thus improves

on direct response for low relative truth-telling preferences. This is consistent with the

rationale for using a garbling scheme like randomized response: with low to moderate

relative truth-telling preferences we cannot expect any information transmission under

direct response, whereas with randomized response some information can be transmitted

regardless of the truth-telling incentives, as long as there is some preference for truth-telling.

While direct response is dominated by randomized response for lower relative truth-

telling preferences, the same is not the case for moderate preferences, as shown in the

two lower panels. Below ρ ≈ 0.743 randomized response dominates direct response and

the maximal mutual information is achieved with a truthful randomized response equilib-

rium. Beyond that value randomized response and direct response are tied and the optimal

truth-telling randomized response equilibrium is dominated by the optimal direct response

10



equilibrium (and also an informative non-truth-telling randomized response equilibrium).

In summary, consistent with the rationale for garbling in general and for randomized

response specifically, for low to moderate values of ρ (below 0.743), more information can be

obtained with randomized response than with direct response. For higher values of ρ, there

is no loss from using direct response, as long as the equilibrium strategy, or equivalently

the lying behavior of the sender, is known.
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